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Abstract—The collection of knowledge about an imaging domain 
usually requires input from experts on that domain. In a two-
dimensional image space this input can be provided through 
graphic annotation of image regions that represent objects of 
interest. This is a necessary process which is both time-
consuming and cost inefficient, especially when sequences of 
images are involved. In this paper we present a novel software 
tool for efficient annotation of images and image sequences. This 
tool has a simple graphical user interface through which the 
average user can use alternatively two graphic annotation 
protocols and combine them with a versatile snake-based 
framework for semi-automatic image annotation to significant 
speedup the annotation process. Graphic annotations can be 
stored and retrieved directly from the web, whereas they can be 
associated with semantic identifiers available on any OWL 
ontology. The efficiency of the proposed annotation tool is 
demonstrated for the annotation of sequences of chest 
radiographs. The results obtained promise a wide applicability of 
the tool for a variety of intelligent imaging applications extensible 
to the semantic-web. 

Keywords-Images, sequences, annotation, active contour model, 
snake, ontologies, semantics 

I.  INTRODUCTION 
Supervised machine learning methods, commonly used for 

object recognition in digital images, are based on prior, ground-
truth, knowledge acquired from domain experts. Such 
knowledge is provided through manual annotation of their 
content, which can be provided in a graphic and/or textual 
form. This is usually a time consuming process since it requires 
interaction of the domain expert with the software tool used for 
the annotation task, while the required effort can be thought as 
a function of the annotation detail and the annotator’s skill. A 
software tool that would enable fast image annotation through 
a simple interface would definitely contribute to the reduction 
of both the annotation time and cost. 

State of the art image annotation tools of generic 
applicability include LabelMe  [1], ImageParsing.com  [2], 
Peekaboom  [3] and ESP  [4]. LabelMe is a web-based 
annotation tool through which an increasing set of annotated 
images is being made available online. It is supported by a 
MATLAB toolbox for browsing and searching images. 
Limitations of the online version of LabelMe include inability 
to annotate images without publicizing them, slow response 
times if the user’s internet connection is slow. These problems 
can be overcome by setting up LabelMe on a local server; 
however this is a quite complex procedure for the average user. 

LabelMe has been recently extended for the annotation of 
video  [5]. Imageparsing.com  [2] is a commercial solution to 
image annotation also supported by a MATLAB toolbox, and 
accompanied with a high quality annotated dataset. Peekaboom 
and ESP  [3]- [4] are interactive games aiming to collect image 
annotations by entertaining its users. The players of these 
games cooperate by exchanging textual and spatial information 
between each other that is likely to describe the content of an 
image. In  [6] the Amazon Mechanical Turk has been proposed 
as an alternative to provide the users with an economic 
motivation to annotate images. Several other annotation tools 
have been proposed but most of them are application-specific. 
Such tools include DoctorEye  [7], a multifunctional open 
platform for fast annotation and visualization of tumors in 
medical images, and a human annotation tool especially 
designed to cope with human articulation  [8]. A review of 
image annotation methods mainly oriented in keyword/text-
based annotation is presented in  [9]. Another important issue 
discussed in that study is the need for association of image 
annotations with semantic identifiers that unambiguously 
characterize image objects. This can be effectively formalized 
through ontologies  [10]. However, current annotation methods 
supported by ontologies are mainly domain-specific  [9], [11]-
 [12]. More generic approaches to semantic annotation of 
images include M-OntoMat   [13], and Photostuff   [14]. 
However, these software tools are mainly oriented to the 
semantic rather than on the efficient graphic annotation of 
images. 

To the best of our knowledge none of the above tools offer 
a framework for efficient annotation of multiple images. In this 
paper we present a versatile software tool, called Ratsnake 
(Rapid image annotation with snakes), implementing such a 
framework and we investigate its applicability for annotation of 
image sequences. Annotation efficiency is achieved through 
the combination of different annotation protocols and a 
properly modified snake model  [15] enabling semi-automatic 
annotation of objects of interest. Graphic image annotation is 
complemented by semantics, formally represented in 
ontologies that can either be developed or retrieved from the 
semantic web.   

The rest of this paper consists of four sections. Section II 
provides an overview of Ratsnake, whereas the annotation 
protocols it supports are described in Section III. The results 
obtained from the application of Ratsnake for the annotation of 
sequences of chest radiographs are apposed in the case study 
presented in Section IV. The conclusions of this work are 
summarized in the last section.  

This work was realized in the framework of the project DebugIT which is 
co-funded by the EC FP7 grant agreement n° FP7–217139. The EC, DG 
INFSO, is not liable for any use that may be made of the information in this 
document. It reflects solely the views of the authors. 
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Figure 1. Overview of Ratsnake. 

II. RATSNAKE 
Ratsnake is a cross-platform, publicly available1, image 

annotation tool developed in Java. Its user interface was kept 
simple, in order to make image annotation easier, especially for 
the average and even the novice users, whereas it is installable 
with a single click. These considerations have been motivated 
by the fact that the experts in an imaging domain are not 
necessarily expert users. 

Since image annotation mainly aims to generate ground 
truth knowledge about images in the scope of machine 
learning, additional considerations were taken towards the 
exploitation of knowledge that already exists on the semantic-
web. Figure 1 provides an overview of Ratsnake, where it can 
be noticed that it is capable of retrieving and storing multiple 
images and annotations not only from and to local storage but 
also from and to the web. Each image may have multiple 
annotations, each of which can be associated with a semantic 
identifier from a single or multiple ontologies. The ontologies 
should be represented in Web Ontology Language (OWL) and 
can be either locally or remotely stored. The annotations can be 
graphic, stored either as binary masks or semi-structured data 
stored into text files. Ratsnake is fully compatible with 
LabelMe and therefore it can be used as a cross-platform 
alternative software to retrieve and edit image annotations from 
the large collection of LabelMe available online  [1].   

In order to speed up image annotation tasks, including the 
annotation of image sequences, we have considered novel 
approaches to both manual and semi-automatic graphic 
annotation. Ratsnake supports different annotation protocols 
that can be combined together so as to meet user needs and 
preferences.  

III. ANNOTATION PROTOCOLS 

A. Manual annotation 
The polygon annotation protocol is adopted by most current 

image annotation tools. According to that protocol the user can 
create an annotation by setting consecutive landmarks around a 
region of interest (ROI). The landmarks can be interconnected 
either by linear or non-linear (spline) interpolation. Additional 
features available in Ratsnake include on-demand increment or 
decrement of the number of landmarks, and affine 
transformations of the shape of an annotation.  

Ratsnake supports another simple, however practical 
annotation protocol that has not been previously considered in 
relevant tools. A grid is used to subdivide the image into small 
square regions according to the user’s needs or preferences. 
The user can then annotate a ROI by selecting the appropriate 
grid cells. This can be performed in two ways: a) by selecting 
grid cells within the ROI; b) by selecting grid cells around the 
ROI in a freehand annotation style. In both cases, the smaller 
the resolution of the grid is, rougher the output annotation will 
be, and vice versa. However, a rough annotation is always 
performed faster that a detailed annotation. 

In order to be able to exploit the advantages of these two 
annotation protocols, the user can use them alternatively during 
the annotation process. A significant speedup of the image 

annotation process can be further achieved with a novel semi-
automatic approach that is applicable both in the case of 
polygon and in the case of freehand annotations. 

B. Semi-automatic image annotation 
A novel semi-automatic approach, based on snakes  [15]-

 [16], is proposed for the enhancement of the efficiency of 
image annotation. Snakes are time-varying parametric curves 
of the form T)),(),,((),( tsytsxtsv =  where x and y represent 
coordinate functions of s∈[0, L] and time t in the image plane. 
Given an image I of N×M pixels size with values in R⊆Ω , the 
energy functional that dictates the shape of the snake is given 
by E(v)=S(v)+P(v) where 
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represent an internal and an external energy forcing the 
contour to move. In Eq.(1), a  and β  are weight parameters 
controlling the continuity (or tension) and the curvature (or 
rigidity) of the contour respectively. Typically, the snake 
algorithm considers a scalar potential function estimated as 

IvPI ∇⋅−= γ)(  or )*()( IGvPI σγ ∇⋅−= , with the latter to 
be a more robust alternative in the presence of noise. In these 
equations γ  is a weight parameter, σG  is a 2D-Gaussian 
function and σ  is its standard deviation. According to  [16] the 
user may guide the evolution of the snake by adding 
constraining terms to PI(v).  

State of the art snake models based on the one described 
include the gradient vector field (GVF)  [17] and the boundary 
vector field (BVF)  [18] models. These models use different 
potential functions leading to enhanced image segmentation 
results. In this work we propose a modification of the snake’s 
potential function so that semi-automatic image annotation is 
feasible. Semi-automatic annotation requires a scalar function 
PI(v) such that it a) constrains the evolution of the contour 
around the manually defined initial boundary, and b) forces the 
contour to move towards the image edges that are more likely 
to characterize the boundary of the target object. 
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Figure 2. Example annotation of two images in a sequence using the 
proposed semi-automatic approach. The chest radiographs have been 
obtained from the publicly available JSRT dataset  [22]. (a) Quick 
freehand user annotation of a lung field. (b) Automatically derived 
polygon annotation. (c) Fine annotation of the lung field with the 
proposed snake apporach (accuracy 90.2%). (d) Fine annotation of the the 
lung field in another image of the sequence after steps 5-6 described in 
Section II.C (accuracy 87%).  

In order to achieve that, we consider a binary image B of 
size N×M pixels, generated as the projection of (the 
interpolated) contour v0=v(s, 0) on the image plane for all 
s∈[0, L] i.e. 

 
⎩
⎨
⎧

=
otherwise,0

each vfor ,1
),( 0yxB . (2) 

This image is subsequently morphologically eroded by d 
pixels, resulting in a new image Bd whose non-zero pixels form 
a band, within which the evolution of the snake can be 
constrained by multiplication as )()()( 0 vPvBvP Id

s
I ⋅= , instead 

of the additive approach considered in the original snake 
model. 

We assume that during the annotation process the user 
intuitively tries to approximate the boundaries of the target 
object as close as possible. Therefore, the pixels that are closer 
to the initial contour (t=0) are more likely to be closer to the 
boundaries of the target object. This consideration has been 
incorporated into our model, by diffusing Bd so as its intensity 
becomes lower towards the boundaries of the constraining 
band. To achieve this the Euclidean distance transform (EDT) 
is applied on Bd  [20]. EDT produces a 2D distance map T(Bd) 
assigning to each binary pixel a value equal to the distance 
from the pixel to the nearest edge. Thus, instead of the simple 
multiplicative approach, and in order to amplify mid-tone 
edges that are also likely to belong to the boundaries of the 
target object, we propose  
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where Ω→Ω:if  a user-defined pre-processing function of I, 
such that the force driving the snake towards the boundaries of 
the target object is increased, and iδ  is a weight parameter that 
controls the degree to which fi(I) contributes to the external 
energy. The value of d is set according to the user’s annotation 
profile for a specific application domain. For example, if the 
user’s annotations of tend to be closer to the subject, smaller 
values of these parameters would be more suitable. Equation 
(4) is used to indicate that Ratsnake can accommodate several 
(Δ ) terms in the potential function each of which may have a 
different influence in the evolution of the snake. The functions 
fi can be easily implemented as plug-in modules of Ratsnake 
in simple Java. The generality of this approach allows any of 
the recent models such as GVF or BVF to be incorporated.  

C. Annotation of image sequences 
The different annotation protocols supported by Ratsnake 

can be combined together for efficient annotation of similar 
objects in image sequences. This is a common task in visual 
monitoring of phenomena and activities such as the detection 
of biological structures in microscopy images, and infection 
monitoring from chest radiographs  [21]. Image annotation in 
this kind of applications can facilitate the generation of ground 
truth image sets for algorithm training or evaluation purposes.  

The annotation process for a sequence of images involves 
the following steps: 

Step 1:  Load image sequence; Set count = 0; 
Step 2: Annotate object of interest in image #count; 
Step 3: Copy the annotation; Set count = count + 1; 
Step 4: Paste the annotation on the relevant object(s) on 

image #count; 
Step 5: Modify the annotation; 
 Repeat steps 3 to 5 until all images are annotated. 

The fifth step of this process may involve only a single click in 
case the semi-automatic approach is used for the modification 
of the transferred annotation. In any case, the modification of 
an initial annotation on each image of a sequence is expected to 
be generally faster than the annotation of each image without 
having an initial annotation. An example application of the 
proposed approach on two chest radiographs in a sequence, 
according to the described process, is illustrated in Fig. 2.  

IV. CASE STUDY 
In order to demonstrate the efficiency of Ratsnake for the 

annotation of image sequences we have considered an 
indicative case study motivated by our need to obtain hundreds 
of ground-truth annotations of sequences of chest radiographs. 
The annotations were necessary for training and evaluation of 
machine learning algorithms that detect the boundaries of the 
lung fields in chest radiographs  [21]. The evaluation of 
Ratsnake on such an annotation task was performed on a 
database of 247 chest radiographs provided by the Japanese 
Society of Radiological Technology (JSRT)  [22]. We selected 
this database because it is accompanied with ground truth 
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Figure 3. Average time per image (in seconds) required with Ratsnake 
and LabelMe for the annotation of the image sequences used in the 
experiments.

annotations  [23] that can be used to assess the quality of the 
annotations obtained by the proposed semi-automatic 
approach.  

Sequences of chest radiographs were generated as random 
subsets of 5% of the available dataset using images of 
256 × 256 pixels. Two experts were asked to annotate the 
sequences a) using Ratsnake, and b) using LabelMe  [1]. The 
latter was selected as a representative state of the art tool for 
comparisons. In all the experiments the settings of the snake 
used were 5.0=α , 4.1=β , 7.0=γ  and 3=σ . The annotation 
times were measured on a conventional laptop with Intel 
CoreTM 2 Duo 1.83 Ghz 2MB L2 cache processor and 3GB 
RAM. The average results per image are presented in Fig. 3. 
This figure compares the average times obtained a) with 
Ratsnake using the approach described in Section II.C, b) with 
Ratsnake using the approach described in Section II.B, i.e. 
without using the previous annotations, and c) with LabelMe 
set up on a local server. It can be observed that the speedup of 
the annotation using Ratsnake and the proposed annotation 
approach is significant reaching 15/6=2.5.  

The average accuracy (overlap with ground truth) obtained 
by the proposed snake algorithm for these annotations is 
87.7±8.3%. This accuracy is comparable with most of the 
results obtained in  [23]. However, it should be noted that 
Ratsnake is intended for rapid construction of ground-truth 
datasets and not for computer-aided detection of the lung fields 
for diagnostic purposes. The expert performing the annotation 
uses the result of Ratsnake to get closer to the ground truth so 
that the latter is obtained with only a few modifications of the 
shape of the annotation.   

CONCLUSIONS 
We presented Ratsnake, a software tool for efficient, 

semantically-aware annotation of images and image sequences 
featuring novel annotation approaches. Its efficiency has been 
validated on a case study involving the annotation of sequences 
of chest radiographs. 

Information on Ratsnake, demos and other relevant 
deliverables of the EU project DebugIT are available at 
http://ivibis.ctr.teilam.gr/debugit/downloadsEN.htm. 
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