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 
Abstract—This paper proposes a novel methodology for 
automatic detection and localization of gastrointestinal (GI) 
anomalies in endoscopic video frame sequences. Training is 
performed with weakly annotated images, using only image-level, 
semantic labels instead of detailed, pixel-level annotations. This 
makes it a cost-effective approach for the analysis of large 
videoendoscopy repositories. Other advantages of the proposed 
methodology include its capability to suggest possible locations of 
GI anomalies within the video frames, and its generality, in the 
sense that abnormal frame detection is based on automatically 
derived image features. It is implemented in three phases: a) It 
classifies the video frames into abnormal or normal using a 
Weakly Supervised Convolutional Neural Network (WCNN) 
architecture; b) detects salient points from deeper WCNN layers, 
using a Deep Saliency Detection (DSD) algorithm; and c) localizes 
GI anomalies using an Iterative Cluster Unification (ICU) 
algorithm. ICU is based on a Pointwise Cross-Feature-Map 
(PCFM) descriptor extracted locally from the detected salient 
points using information derived from the WCNN. Results from 
extensive experimentation using publicly available collections of 
gastrointestinal endoscopy video frames, are presented. The 
datasets used include a variety of GI anomalies. Both the 
anomaly detection and the localization performance achieved, in 
terms of the Area Under receiver operating Characteristic 
(AUC), were >80%. The highest AUC for anomaly detection was 
obtained on conventional gastroscopy images, reaching 96%, and 
the highest AUC for anomaly localization was obtained on 
wireless capsule endoscopy images, reaching 88%. 

     
Index Terms—Endoscopy, gastrointestinal tract, computer-

aided detection and diagnosis, machine learning.   

I. INTRODUCTION 

astrointestinal Endoscopy (GIE) is a fundamental 
modality for the investigation of the gastrointestinal (GI) 

tract and the detection of luminal pathology. The most 
common GIE procedures are gastroscopy and colonoscopy. 
Another GIE procedure, which has become the prime choice 
for the examination of the small bowel, is wireless capsule 
endoscopy (WCE) [1]. WCE is performed with a swallowable, 
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untethered capsule equipped with a camera that captures color 
images during its journey along the GI tract. The amount of 
images produced during any GIE procedure is significantly 
large and with a diverse content, making the detection of GI 
anomalies a challenging task for image-based Medical 
Decision Support Systems (MDSS). 

MDSS for GIE appeared primarily to cover clinical needs 
related to the detection and localization of lesions suspicious 
for malignancy or of bleeding sources, and to provide a second 
opinion on the assessment of lesions that require a more 
thorough examination [1–3]. This way, the application of such 
systems can contribute in speeding up the flexible endoscopy 
procedures, which are uncomfortable for a lot of patients, and 
can also enable less experienced personnel to perform it, 
including physicians’ extenders or specialty nurses. Therefore, 
a consequent increase in clinical productivity, and an overall 
cost reduction for healthcare systems is possible [1]. The 
immense clinical need for such systems is more apparent in 
WCE. During a WCE video review, WCE readers usually 
reach their human limits by trying to maintain their 
concentration undistracted in order to examine approximately 
50,000-120,000 images within an average of 60-90min [1]. 
This could explain the low diagnostic accuracy of WCE [4]. 
Relevant commercially available solutions at present include 
visualization enhancement algorithms for the discrimination of 
anomalies, such as the Flexible Spectral Colour Enhancement 
(FICE), and blood detection algorithms, such as the Suspected 
Blood Indicator (SBI) [1]. Other commercial, recently released 
software solutions incorporate methods for the detection and 
handling of uninformative images, e.g., identical images or 
images full of bubbles and debris, to speed up the review 
times in WCE [5].  

The majority of current MDSS for GIE are based on 
supervised machine learning algorithms aiming to 
detect/diagnose possibly abnormal conditions in the medical 
images. They are usually trained with annotated images, in 
which the locations of anomalies associated with the abnormal 
conditions, is indicated. Typically, the training images are 
annotated by experts at pixel-level, i.e., the experts indicate 
which pixels correspond to anomalies.    

In this paper we investigate weakly-supervised learning for 
automated video analysis in GIE. This type of machine 
learning has been investigated as an alternative to cope with 
the resource-demanding issue of detailed image annotation 
[6]. It involves annotation of the training images only at 
image-level, using a semantic tag indicating whether the 
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image contains anomalies or not; thus, omitting the details that 
can be specified by pixel-level annotation. 

We propose a novel methodology based on a deep, 
Convolutional Neural Network (CNN) architecture that 
includes saliency detection, and an Iterative Cluster 
Unification (ICU) algorithm. Unlike any previous weakly 
supervised GIE video analysis approaches, the proposed 
methodology provides both automatic image feature extraction 
and anomaly localization capabilities. It receives a whole 
video frame sequence as input and it outputs suggestions about 
the existence of GI anomalies along with their possible 
locations within the video frames. Contributions of this paper 
beyond the state-of-the-art include:  
 A Weakly-supervised CNN (WCNN) –based 

methodology for both anomaly detection and localization 
in the context of GIE, using training samples annotated 
solely with image-level labels;  

 A novel Deep Saliency Detection (DSD) algorithm, 
enabling the detection of salient points relevant to GI 
anomalies in endoscopic video frames; 

 A novel ICU algorithm enabling the localization of the 
anomalies within the video frames, based on Pointwise 
Cross-Feature-Map (PCFM) WCNN features. These are 
extracted from the salient points detected by DSD; 

 Application of the proposed methodology in the GIE 
domain, using publicly available datasets that include a 
diverse set of anomalies and normal video frames from 
various parts of the GI tract. 

 The rest of this paper consists of five sections. Section II 
provides an overview of the related state-of-the-art methods. 
The proposed methodology is presented in Section III. Section 
IV describes the datasets used in this study, and Section V 
presents the results obtained from the experimental evaluation 
of the proposed methodology on these datasets. A discussion 
and a summary of conclusions are provided in the last section.   

II. RELATED WORK 

The first MDSS for automated detection of GI anomalies in 
GIE video sequences appeared in the early 2000’s [3]. Since 
then, a variety of such systems has been proposed, aiming to 
reduce the number of the lesions missed during GIE [7]. These 
mainly include supervised approaches addressing the detection 
of only a single or a few kinds of GI anomalies [2], including 
polyps [8–14], both ulcers and polyps [15], esophageal cancer 
[16], celiac disease [17], inflammatory lesions [18], [19], and 
bleeding [20–22]. Some recent approaches are more general in 
the sense that they address the detection of various kinds of 
anomalies. These include methods based on a Deep Sparse 
Support Vector Machine (DSSVM) and superpixel 
segmentation [23], [24], a method based on color saliency and 
Support Vector Machines (SVMs) [25], [26], and methods 
based on CNNs [27], [28].  

CNNS are contemporary extensions of the well-known Multi-
layer Feed-forward Neural Networks (MFNNs) characterized 
by a deep structure that enables feature extraction from raw 
input images through layers of adaptable filtering components 

[29]. This makes them independent from any hand-crafted 
feature extraction method “tailored” to specific diagnostic tasks 
[30]. They have been utilized in a variety of medical imaging 
domains both as conventional supervised classifiers, trained 
using image patches [8], [11–13], [27], [28], [31–34] and as 
weakly-supervised classifiers trained using weakly-annotated 
images [14], [18], [35–37]. Considering that image patches are 
sampled from known locations within the images, patch-based 
methods enable both the detection and the localization of 
possible anomalies; however, they require training with images 
annotated at pixel-level. In one of the most recent patch-based 
CNN approaches addressing the detection of various kinds of 
GI anomalies [27], input images were represented in CIE-Lab 
color space, and the CNN had a relatively low number of filters.  

A preliminary study utilizing a CNN in a weakly-supervised 
framework (WCNN) was performed by our research group [18], 
aiming at the detection of inflammatory lesions. Recently, 
weakly supervised CNN-based approaches have been proposed 
in the context of GIE. These include a CNN that apart from the 
RGB images it receives their Hessian and Laplacian 
transformations as input [37]. A more complex cascaded CNN 
scheme was proposed for the recognition of the different organs 
of the GI tract and normal intestinal content [36]. A CNN 
architecture as in [18], but using an SVM in place of the second 
fully connected layer, has been proposed for the detection of 
blood in WCE [20]. In [14], accurate detection of polyps in 
white-light and narrow-band imaging endoscopy, was reported 
using a pre-trained CNN only as a feature extractor. The pre-
training was performed with non-medical images from the 
ImageNet dataset. A standard SVM was used for the 
classification of the CNN feature vectors.   

Recently, Bag of visual Words (BoW) has also been 
identified as an effective weakly-supervised machine learning 
strategy to cope with the demand for annotated training GIE 
images [19], [22], [38–40]. Features considered for the 
generation of the BoW vocabulary in these studies include color 
histograms extracted from various color spaces for bleeding 
detection [22]; CIE-Lab features [19] for inflammatory lesion 
detection; a combination of Scale-Invariant Feature Transform 
(SIFT) with complete Local Binary Pattern (CLBP) histograms 
for polyp detection [40]; and, a combination of various colour 
and LBP histograms for the detection of gastric and 
oesophageal cancer, gastritis, and oesophagitis [38]. In the latter 
approach the weak labels are automatically mined from 
diagnostic texts.  

A drawback of most weakly-supervised approaches, over the 
patch-based ones, is that they do not provide information about 
the location of anomalies within an image. Only a few 
approaches have been proposed to this direction. State-of-the-art 
generic weakly supervised CNN-based methodologies with 
localization capabilities, have been proposed mainly in the 
context of classification and segmentation of real-world objects 
[41], [42]. The methodology proposed in [41] requires a pre-
training stage, using images annotated at pixel-level, whereas 
the methodology proposed in [42] uses weakly-labeled images 
or sub-images as bounding boxes of the objects of interest. The 
latter is based on the DeepLab-CRF model [43], which 
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combines a CNN with a fully connected Conditional Random 
Field (CRF) aiming to the segmentation of the object of interest. 
In that study, it was shown that the use of weak annotations 
solely at the image-level is insufficient to train a high-quality 
segmentation model, and that the segmentation results become 
sufficient only when bounding boxes are used. The results 
improved with the use of pixel-level annotations from a subset 
of training images in a semi-supervised context. 

In the context of GIE image analysis, anomaly localization 
has been based mainly on unsupervised image segmentation 
approaches, applicable on images with identified anomalies. As 
in the case of current anomaly detection methods most of them 
address the segmentation of only specific kinds of anomalies, 
such as polypoid lesions [3], [9], [44], and bleeding regions 
[21]. Recently, we have investigated the application of a 
localized region-based active contour model for the 
unsupervised segmentation of various kinds of lesions [45], and 
we highlighted its utility for measurement of lesion sizes. 
Lesion localization, as considered in the current study, aims to 
attract the attention of the video reviewer at specific points 
within an image, where anomalies are possibly located. The 
specification of a few points instead of the segmentation of 
whole image regions provides more targeted cues about the 
location of the anomalies, while it usually involves fewer 
computations; therefore, it is preferable in terms of time-
efficiency for application on GIE video frame sequences.  

The proposed approach exploits a WCNN architecture to 
detect and describe salient points within GIE images. In 
contrast to the current CNN-based image descriptors, which 
are mainly global [14], [46], [47], PCFM pixel-level 
descriptors are extracted from each salient point. A novel ICU 
algorithm utilizes these descriptors to discriminate pixels that 
correspond to suspicious image regions without any detailed, 
pixel-level annotation. Unlike state-of-the-art approaches its 
application is not limited to specific GI anomalies, and it is 
investigated across different GIE modalities, including WCE 
and gastroscopy.  

III. PROPOSED METHODOLOGY  

The proposed methodology aims at the detection and 
localization of anomalies in images from GIE video. It is 
implemented in three phases, as illustrated in Fig. 1: 
 Phase I: A deep WCNN architecture classifies the GIE 

images as abnormal (having GI anomalies) or normal;  
 Phase II: DSD is applied on the abnormal images to 

detect salient points in the input images using 
information extracted from the feature maps of a deeper 
WCNN convolutional layer;  

 Phase III: ICU is applied to identify a subset of salient 
points that possibly belong to GI anomalies. The 
coordinates of these points are then transformed (linearly 
scaled up) to match the spatial resolution of the input 
endoscopic image, on which they are superimposed to 
indicate the possible locations of the anomalies. 

The application of this methodology presumes that that both 
WCNN and ICU are trained. The training workflow is 
indicated with dashed lines in Fig.1. WCNN is trained 
independently, using weakly annotated images (the square 
after the WCNN represents the loss calculated during 
training). DSD is applied on both abnormal and normal 
training images to detect salient points. Then ICU extracts 
PCFM features and uses them to form clusters, labeled as 
abnormal or normal. This process requires that training images 
are only weakly annotated. The formed clusters concentrate 
the information required for identification of points 
corresponding to anomalies within the unknown test images. 
The implementation details of these phases are provided in the 
following subsections, respectively.   

A. Deep Classification of GIE Images  

A WCNN architecture is used for weakly-supervised 
learning of the GIE images. The images of the training set are 
weakly-annotated, i.e., image-level instead of pixel-level 
labels are used. The labels indicate whether an input image 
includes a GI anomaly or not, and they are represented by 
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Figure 1. Proposed methodology. An endoscopic image is semantically characterized as abnormal or normal by the WCNN (Phase I). Abnormal images are 
further analyzed by DSD salient point detection algorithm (Phase II). The salient points are classified by ICU algorithm to identify and localize possible 
anomalies (Phase III). The dashed lines are used to indicate the workflow of the training process.  
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respective binary vectors (0,1) and (1,0), at the two-neuron 
output layer of the WCNN architecture (Fig. 1). 

The input images are of 24 bit RGB color with a size of 
320×320 pixels (their size is limited by the memory available 
in the GPU); thus, larger images are downscaled to match 
these dimensions. The information loss due to downscaling is 
a compromise made to maintain the complexity of the 
architecture sufficiently low for average hardware 
requirements, without significantly affecting the appearance of 
the anomalies. The input image dimensions were kept fixed 
for generality purposes. Considering that the WCNN receives 
an entire image as input, any changes in the dimensions of the 
input images can have an impact on its overall architecture 
(e.g., the number of convolutional layers). The CNN is 
composed of five convolutional layers. Each of the first four 
convolutional layers is followed by a max-pooling layer, and 
the fifth convolutional layer is followed by three fully-
connected layers (including the output layer). The pooling 
layers facilitate downscaling of the feature maps of the 
respective convolutional layers. The first four convolutional 
layers are composed of 4×4 kernel filters with stride 1 and 
padding 2, and the fifth convolutional layer has 5×5 kernel 
filters with stride 1 and padding 1. The pooling filters are 2×2 
with stride 2 and no padding. The number of convolutional 
layers has been limited to five, because we found that it 
provides the best tradeoff between the depth of the network 
and the overall classification performance for the particular 
input image dimensions, i.e., the use of more than five 
convolutional layers results in a marginal improvement of the 
classification performance (of the order of 10-3), thus, 
considering our limited computational resources as well, we 
decided not to further increase the computational complexity 
by adding more layers. Each of the first two convolutional 
layers consists of 16 feature maps (empirically determined) 
followed by 16 max-pooling filters, while the next 
convolutional and pooling layers have 32 feature maps and 
max-pooling filters, respectively. The number of feature maps 
increases with the reduction of their spatial resolution, as 
suggested in [48]. The ReLU activation function is used in 
each convolutional layer. The first two fully-connected layers 
consist of 32 and 20 sigmoid (tanh) neurons, and the output 
layer has 2 softmax neurons respectively. The fully-connected 
layers facilitate the dimensionality reduction of the feature 
maps of the last convolutional layer for classification. The 
number of neurons was empirically determined. The selection 
of the output neurons was driven by the need to have the 
endoscopic images classified into two classes.  

B. Salient Point Detection 

The feature maps of a convolutional layer c of the WCNN are 
used for the generation of an intermediate image from which a 
set of salient points is detected. This image is generated as a 
projection of the maximum values of all the feature maps 

c
jF , 

j=1,2,…,N of that layer, thus it is referred to as maximal image 
cM . It has the same size as the feature maps, and each pixel 

value in location ),( lk  is estimated as the maximum of the 
respective pixel values of the feature maps 

c
jF , 

Algorithm 1  Deep Saliency Detection (DSD) 
1. Construct a maximal image cM  from a deeper WCNN 

convolutional layer c using Eq.(3); 
2. Find the local maxima in cM  using a maximum filter and 

add them in a list L; 
3. Sort L in a descending order of intensities;  
4.  For each element l of L do: 
   Visit each element k of cM  in the 8-connected    
    neighborhood of l in cM ; 
   Initialize list   by adding l; 
   If valueOf(k)(valueOf(l)-t, valueOf(l)] then k’=k,  
    mark k’ as “candidate”, and recursively do:  
     If valueOf(k’) = valueOf(l) then add k’ as a 
      “valid maximum” in  ;  
     Visit and mark as “candidate” each 8-connected 
      neighbor k of “candidate” k’ until all k have  
      valueOf(k) < valueOf(l)-t; 
     If k exists in L then remove k from L;  
   Produce a salient point by calculating the geometric  
    center of all elements in  . 

 },,...,2,1|),(max{),( NjlkFlkM c
j

c   (3) 

where j is the feature map index of the convolutional layer c, 
and N is the number of the feature maps of that layer.  

The selection of the convolutional layer c is driven by the 
capacity of its feature maps to highlight localized features of 
the anomalies. The deeper feature maps of a CNN tend to 
highlight such features [49]. However, after several pooling 
layers, the spatial resolution of very deep feature maps can 
become significantly smaller than that of the input images. 
The correspondences that can be established between such 
feature maps and the input images, by scaling, will 
consequently become very approximate, and the uncertainty of 
the anomaly localization task will increase. Therefore, a 
middle layer is expected to be more appropriate for the 
construction of the maximal image. Based on these 
considerations (experimentally validated in Section V.D) the 
third (c=3) WCNN convolutional layer is chosen.   

By feeding the WCNN with an abnormal image, the points 
of the maximal image that have higher values are likely to 
represent GI anomalies, and vice versa. In that sense, the 
maxima of the maximal image correspond to salient points in 
the input image. The detection of the salient points is 
implemented using DSD (Algorithm 1). This algorithm begins 
in Step 1 by constructing the maximal image cM . In Step 2 it 
detects the local maxima of cM . The respective points are 
denoted as l. It stores these points in a list L, and sorts them in 
Step 3 upon their intensities, which are denoted as valueOf(l). 
In Step 4, it determines the maxima of cM  that stand out 
from their surroundings by a value t, where t represents the 
tolerance of the algorithm to greylevel variations by 
controlling the extent of seed filling around maxima [50], [51]. 
This is done by visiting all the neighboring points of l in L and 
by marking as “candidate” those with an intensity value in the 
interval between valueOf(l)-t and valueOf(l). This process 
extends to the neighbors of the “candidate” points recursively 
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until no other neighboring points with values in this interval 
can be found. If an element of L appears within the visited 
neighbors, it is removed from L as a weaker maximum, and it 
is not further processed. From the points marked as 
“candidate”, those that have an intensity value equal to the 
maximum l of the current iteration are marked as “valid 
maxima” and they are added in the list  . The salient points 
are produced by calculating the geometric center of the “valid 
maxima”, collected in the list  , per iteration of Step 4.  

An example is illustrated in Fig. 1 (Phase II). It can be 
noticed that initially, several maxima are detected and sorted 
in L (Steps 2, 3). After Step 4 the maxima are drastically 
reduced to only two points. This can be explained by the 
relatively high tolerance value used (t=120). Generally, as the 
value of t increases, the interval between valueOf(l)-t and 
valueOf(l) becomes wider; it is, therefore, expected to have 
fewer salient points since more initial maxima are considered 
as weaker, and the calculation of the geometric center is 
performed with maxima of wider image regions.    

C. Anomaly Detection by Iterative Cluster Unification 

The last phase of the proposed methodology aims to 
determine which salient points of the abnormal images 
discovered in the first phase (Section III.A), belong to GI  
anomalies. The proposed methodology assumes that abnormal 
images contain both abnormal and normal regions, whereas 
normal images contain only normal regions. Each salient 
point, detected using the DSD algorithm on these images, is 
represented by a feature vector composed of the values of each 
of the feature-maps derived from convolutional layer c of the 
WCNN at this point. The dimensionality of the feature vector 
is the equal to the number of feature maps of convolutional 
layer c (for c=3 the dimensionality is 32). The derived 
pointwise cross-feature-map (PCFM) features are used as 
input to the ICU classifier.       

The ICU algorithm (Algorithm 2) is based on clustering to 
classify the salient points detected by the DSD algorithm in a 
weakly supervised way. It involves a training and a testing 
phase. During training it receives both abnormal and normal 
training images, and clusters their salient points upon their 
vector representations (which are unlabelled because the 
images are only weakly annotated). It considers that in the 
abnormal images some salient points may fall into normal 
regions as well. Iteratively, ICU unifies the clusters of the 
salient points of the abnormal images that are more similar to 
the clusters of the normal images. In the testing phase ICU 
receives an image classified as abnormal by WCNN (Phase I), 
and the detected salient points (Phase II) are classified into 
possibly abnormal or normal upon the K-nearest neighbor (K-
NN) clusters in the unified cluster space. 

For simplicity, the clustering algorithm used in this study is 
the well-known k-means algorithm [52]. Preliminary 
investigation using other clustering algorithms, including 
fuzzy c-means [52] and our recent random direction divisive 
clustering algorithm [53], did not lead to any significant 
classification performance improvement. To cope with the fact 
that the result of this algorithm  depends significantly on its  

Algorithm 2  Iterative Cluster Unification (ICU) 
Training phase 

1. Let In and  Ia be the training sets of normal and abnormal 
 images respectively;  

2. Let Zn and Za be the sets of salient points extracted using 
 DSD algorithm from In and  Ia; 

3. For i = 1 to T do:   
   For each normal image in  In do: 
    Extract PCFM representations of Zn; 
   Cluster the PCFM representations of Zn into Q   

   clusters  Nq, q = 1,2,…,Q; 
   For each abnormal image in  Ia do: 
    Extract PCFM representations of Za; 
   Cluster the PCFM representations of Za  into R clusters 

   Ar, r = 1,2,…,R;   
4. Set TQQ  , TRR  ; 
5. For each abnormal cluster RrAr ,...2,1,   do: 
   Calculate all distances   QqNAd qrrq ,...2,1,, 

   
   between Ar and Nq; 

   Sort distances drq in ascending order; 
   Calculate the normalized distance 2112 rqrqrq ddd  , 

   where drq1 and drq2 represent the distances of Ar to 
   its closest neighboring clusters Nq1 and Nq2;  

6. Estimate the mean normalized distance dq12 from all 
 Rrd rq ,...2,1,12   calculated in step 5; 

7. For each abnormal cluster RrAr ,...2,1,   do: 
   If drq12 < dq12 then unify Ar with normal clusters:  
    Q=Q+1;  NQ = Ar;  Ar = ;   
Test phase 

1. Let a
iI  be a new input image, characterized as abnormal 

 by the WCNN classifier; 
2. For each salient point s in a

iI  do: 
 Extract a PCFM representation of point s;    

  Calculate the distances of s from all clusters in Ar Nq; 
  Classify s as normal or abnormal based on its K nearest 
   neighbors by majority voting;     

 
initialization, the clustering algorithm is performed for T 
iterations with different initializations. Thus, a richer and more 
representative clustered vector space is generated by selecting 
T > 1. For the estimation of the distances between the clusters 
the Euclidean distance metric between the centroids of the 
clusters was used.   

IV. DATASETS 

In order to enable reproducibility of the experiments and 
comparisons with current and future studies, two publicly 
available image datasets were used for the evaluation of the 
proposed WCNN architecture. These datasets have been 
acquired with different endoscopic imaging modalities. They 
have been selected primarily for their diversity, as they 
include different kinds of anomalies and normal images. 

A. MICCAI Gastroscopy Challenge Dataset 

The first dataset considered in this study is composed of 
images obtained from gastroscopies. It was released for the 
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purposes of a challenge that took place in MICCAI 20151 [24]. 
The task in that challenge was to correctly classify the 
gastroscopic images and to detect abnormalities. In this paper, 
the same dataset is used for the detection of abnormal images 
using only semantically annotated training images. 

The gastroscopy challenge dataset was derived from a total of 
10,000 images, obtained from 544 healthy volunteers and from 
519 volunteers with various lesions, such as gastritis, cancer, 
bleeding and gastric ulcer. The original image resolution was 
768×576 pixels. The images were anonymized by cropping the 
image regions containing sensitive patient information. The 
size of the derived images is 489×409 pixels [24]. 

For the purposes of the MICCAI challenge, a subset of 
images was selected and separated, into two approximately 
balanced sets of training and a set of testing images. The 
training set consists of 205 normal and 260 abnormal images, 
and the test set consists of 104 normal and 129 abnormal 
images. We keep this separation so as to be able to compare 
our results. In what follows this will be referred to as Dataset 1. 

B. KID Dataset 

Aiming to contribute to essential progress in the field of 
MDSS for WCE we have recently released KID2 [45], a 
publicly available database of annotated WCE images and 
videos  (including pixel-level annotations), which can be used 
as a reference for both training and evaluation of such systems 
[2], [45]. The second image dataset used in this study, is 
composed of images from KID Dataset 2. It contains WCE 
images obtained from the whole GI tract using a MiroCam 
capsule endoscope with a resolution of 360×360 pixels. These 
include 303 images of vascular anomalies (small bowel 
angiectasias, lymphangiectasias, and blood in the lumen), 44 
images of polypoid anomalies (lymphoid nodular hyperplasia, 
lymphoma, Peutz-Jeghers polyps), 227 images of 
inflammatory anomalies (ulcers, aphthae, mucosal breaks with 
surrounding erythema, cobblestone mucosa, luminal stenoses 
and/or fibrotic strictures, and mucosal/villous oedema), and 
1,778 normal images obtained from the esophagus, the 
stomach, the small bowel and the colon. In the rest of this 
paper, this 2,352 image dataset will be referred to as Dataset 2. 

Following the paradigm of Dataset 1, and in order to be able 
to express the results using simple evaluation metrics, such as 
the classification accuracy (which depends on the distribution 
of the classes in the dataset), a balanced subset of the KID 
dataset was constructed. This was performed with random 
sub-sampling of the normal images to obtain an approximately 
equal number of normal and abnormal images. In the sequel, 
the dataset was divided into a training set with 429 normal and 
423 abnormal images, and a test set with 172 normal and 172 
abnormal images. In what follows, this dataset will be referred 
to as balanced Dataset 2 (Dataset 2B). 

V. EXPERIMENTS AND RESULTS 

Seven sets of experiments were  conducted to  evaluate  the  
 

 
1 Dataset 1: http://endovissub-abnormal.grand-challenge.org/ 
2 Dataset 2: http://is-innovation.eu/kid/ 

TABLE I 
CLASSIFICATION ACCURACY OF WCNN USING DIFFERENT LEARNING 

ALGORITHMS ON DATASETS 1 AND 2B (D1-D2B)  

Algorithm Mean St.D. Best Mean St.D. Best 
 D1 D1 D1 D2B D2B D2B 
SGD 0.836 0.048 0.909 0.874 0.007 0.892 
MSGD 0.801 0.027 0.867 0.869 0.012 0.898 
Adam 0.820 0.030 0.884 0.863 0.017 0.895 
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Figure 2. Classification performance of the proposed WCNN for various 
subsets of the training sets obtained from datasets 1 and 2B (D1-D2B). 
 
proposed methodology, using different parameters along its 
phases on different datasets. The first set of experiments 
investigated the image classification performance of the 
WCNN using various learning algorithms (Phase I). The best 
performing learning algorithm was used in the comparison of 
the WCNN with conventional and other weakly supervised 
approaches in the second and the third set of experiments 
respectively. The fourth set of experiments investigated the 
performance of the WCNN-based salient point detection 
approach (Phase II). The fifth set evaluated the performance of 
the proposed methodology overall, as it infers the localization 
of the GI anomalies in its output (Phase III). A sixth set of 
experiments evaluated the proposed methodology on different 
anomaly detection and localization tasks. Time-efficiency was 
investigated in the last set of experiments. The experimental 
procedures and the results obtained are presented in the 
following subsections. 

A. Investigation of WCNN Learning Algorithms  

The generalization performance of a neural network can 
significantly vary upon the choice of the learning algorithm.  
This motivated a preliminary set of experiments which 
investigated the performance of the proposed WCNN 
architecture using three different learning algorithms, namely 
the original Stochastic Gradient Descent (SGD), the SGD with 
momentum (MSGD) [54] and Adam [55]. The latter is a state-
of-the-art algorithm for first-order gradient-based optimization 
of stochastic objective functions, which uses adaptive 
estimates of lower-order moments. 

We performed 100 executions for each learning algorithm 
on each of the available datasets. For experimentation 
efficiency, the classification accuracy was used as a 
performance measure because it is simple, intuitive, and 
sufficiently reliable, considering that the class distribution of 
the datasets is approximately balanced. The learning rate was 
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the same and equal to 0.001 for all the learning algorithms. In 
all the cases the maximum number of training epochs was 
500; however, in most cases approximately 100 epochs were 
sufficient for the algorithm to converge. An epoch is 
considered completed with the full pass of the training set, 
which is divided in mini-batches. Each batch consisted of 50 
images. The momentum constant was set to 0.9 and the Adam 
learning algorithm was executed using the default parameters 
suggested in [55]. The results obtained are summarized in 
Table I, using the mean, standard deviation, and best scores 
obtained from the 100 executions of each learning algorithm 
on Datasets 1 and 2B. The SGD algorithm without momentum 
term provided the highest performance in both datasets. The 
lower performance of Adam could be justified by the fact that 
it may not always converge to optimal solutions [56].   

Three statistical tests were performed to validate the 
significance of the classification performance differences 
presented in Table I. These include a Shapiro–Wilk normality 
test [57], a non-parametric Friedman test, and a two-sided 
Wilcoxon rank sum test [58]. In all tests the null hypothesis 
(i.e., that the samples are independent and derived by identical 
continuous distributions with equal medians) was rejected, 
justifying that there exist differences between the methods at 
the 5% significance level (p-values < 0.05).  

The robustness of the results of the SGD algorithm was 
tested against the number of training cases by undersampling 
Datasets 1 and 2B at different degrees, resulting into subsets 
of 20% to 80% of the original datasets. The sampling was 
based on a uniform random sampling scheme maintaining the 
equal class distribution of the original dataset. The results are 
illustrated in Fig. 2, where it can be noticed that the 
classification performance is degraded with a training set size 
that is less than 60% of the original one (significantly in the 
case of Dataset 2B). Considering that the computational 
complexity of the WCNN architecture depends on the size of 
the input images, undersampling of images was also 
investigated. However, the best classification performance 
was achieved with the original resolution images. 

B. Comparisons with Conventional Supervised Classification 
Schemes 

The objective of this subsection is to compare the 
classification performance of WCNN with conventional, 
patch-based supervised classification schemes. The 
conventional patch-based supervised learning was evaluated 
using two different patch-based CNN methods and an SVM 
patch-based method. The first of these methods, can be 
considered as a baseline CNN (b-CNN) approach [18], 
whereas the second one, is the state-of-the-art approach 
proposed by Sekuboyina et al [27]. In the case of the b-CNN 
and SVM-based approaches, the raw RGB pixel values of the 
patches were used as inputs to the classifiers. RGB patches of 
64×64 and 32×32 pixels were sampled from both Datasets 1 
and 2B. The approach of Sekuboyina et al was applied on the 
same datasets using the a-channel of CIE-Lab with a patch 
size of 36×36 pixels for training, as suggested in [27]. The 
available pixel-level annotations of the datasets were used to  

TABLE II 
PERFORMANCE OF b-CNN, SEKUBOYINA ET AL, AND SVM FOR THE 

CLASSIFICATION OF IMAGE PATCHES FROM DATASETS 1 AND 2B (D1-D2B)   

Measure 
b-CNN 

64×64 
b-CNN 
32×32 

Sekuboyina 
et al [27] 

SVM 

 D1 D2B D1 D2B D1 D2B D1 D2B 
Accuracy 0.839 0.846 0.821 0.830 0.804 0.824 0.622 0.552 
Sensitivity 0.872 0.908 0.852 0.840 0.817 0.840 0.986 0.767 
Specificity 0.807 0.770 0.788 0.821 0.793 0.804 0.259 0.339 

 
TABLE III 

PERFORMANCE OF THE CONVENTIONAL CNN-BASED METHODS FOR THE  
CLASSIFICATION OF WHOLE IMAGES OF DATASETS 1 AND 2B (D1-D2B)  

Measure WCNN b-CNN  
Sekuboyina et al 

[27] 
 D1 D2B D1 D2B D1 D2B 
Accuracy 0.909 0.892 0.717 0.541 0.619 0.517 
Sensitivity 0.930 0.924 0.961 0.610 0.957 0.952 
Specificity 0.885 0.858 0.413 0.478 0.251 0.091 

 
characterize the patches as abnormal or normal. A patch was 
characterized as abnormal if the majority of its pixels were 
belonging to the abnormal class. These characterizations were 
used as binary training targets. A balanced set of 6,000 
patches per class was used from Dataset 1, and another 
balanced set of 4,500 patches per class was used from Dataset 
2B. The same number of patches was randomly selected 
regardless of the patch sizes. From each dataset, 2/3 of the 
dataset were used for training, and 1/3 was used for testing.  

The classification of the patches using the b-CNN and the 
Sekuboyina et al approaches was implemented using the same 
CNN architectures and parameters as suggested in [18] and 
[27], respectively. Since the number of available patches was 
sufficiently larger than in [27] (where another, smaller KID 
dataset [25] was used), the methods used for artificial sample 
generation in that study were not applied.  

The results obtained using the patch-based CNN 
architectures and the best SVM classifier (using 32×32-pixel 
patches and Gaussian kernel function) for the classification of 
the image patches are summarized in Table II, in terms of 
accuracy, sensitivity and specificity [59]. The performance of 
the SVM using 64×64-pixel patches was lower, resulting in an 
accuracy of approximately 0.5 for both datasets. The 
classifiers of both the b-CNN and the Sekuboyina et al 
outperform the SVM regardless the patch sizes. This result 
also demonstrates the enhanced feature extraction capability of 
the CNN methods over SVM. Also, the fact that all methods 
perform slightly better in the classification of Dataset 2B 
shows that the patterns of the anomalies in WCE images can 
be more easily discriminated than those of the anomalies in 
gastroscopy. 

In order to compare the patch-based CNN methods with the 
WCNN, which classifies whole images, we extrapolated the 
classification results at image-level. This was possible by 
applying the following rule: a whole image is characterized as 
normal when all of its patches are classified as normal, 
whereas it is classified as abnormal if at least an abnormal 
patch is found in the image. Using different proportions of 
abnormal to normal patches per image this rule provides better 
sensitivity for all of the compared methods, since smaller 
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anomalies are less likely to be missed (especially those with a 
size of the order of the patch size). The results obtained from 
this image-level comparison of the best performing patch-
based b-CNN (64×64) and the Sekuboyina et al  methods at 
pixel-level, are summarized in Table III. It is evident that the 
proposed WCNN outperforms both the compared patch-based 
CNN methods, although it is not trained with patches 
characterized as abnormal or normal based on pixel-level 
annotations. One can also observe in this table that the 
performance of all the methods on Dataset 2B is lower. This 
can be attributed mainly to the larger number of positives 
(lower specificity), which can be explained by the fact that the 
WCE dataset includes more anomalies of smaller size than 
those in the gastroscopy dataset. WCNN is less affected by the 
presence of smaller anomalies, since it exhibits a significantly 
higher specificity.     

C. Comparisons with Weakly Supervised Schemes  

The previously described experiments were performed 
using the fixed training and testing sets, specified in Section 
IV. This was necessary for experimentation efficiency, since 
the first one (Section V.A) involved several repetitions of 
algorithm executions, and the second one (Section V.B) 
involved training with several sub-images.  

Considering that weakly supervised methods use whole 
images for training and testing, a more thorough evaluation, 
using 10-fold Cross Validation (CV) was computationally 
feasible, using Datasets 1 and 2 (which is larger than the 
balanced Dataset 2B used in the previous experiments). This 
enables a less biased evaluation with respect to the selection of 
the training and testing sets, by randomly splitting the dataset 
into 10 non-overlapping parts. Out of the 10 parts, 9 were used 
for training and one for testing, repeatedly, until each part was 
used for testing once. The classification performance was 
investigated using Receiver Operating Characteristic (ROC) 
curves. An ROC curve depicts relative tradeoffs between 
benefits (correct decisions about abnormal cases, characterized 
as True Positives, TPs) and costs (false decisions about normal 
cases, characterized as False Positives, FPs) [59]. From a 
medical viewpoint, the ROC yields a pure measure of 
diagnostic accuracy, independent of the diagnostic criterion 
and of the frequencies of the alternative conditions under 
study [60]. With respect to the anomaly detection problem, the 
respective conditions are defined by the presence of an 
abnormal tissue within an endoscopic image or not. With 
respect to the localization problem, the respective conditions 
are defined as whether a point diagnosed as abnormal is 
located within an abnormal image area or not. The Area Under 
the ROC (AUC) is an overall summary measure of diagnostic 

accuracy [61]. In order to enable comparisons between the 
ROC curves, the AUC was used as a classification 
performance measure which, unlike accuracy, is relatively 
robust for datasets with imbalanced class distributions [62], as 
in the case of Dataset 2.  

WCNN was compared with four state-of-the-art weakly 
supervised approaches reviewed in Section II. These include 
the CNN-based approaches of Zhang et al [14], and of Jia and 
Meng [20], and the BoW-based approaches of Yuan et al [40], 
and of Vasilakakis et al [19] using SVM as a classification 
scheme and the optimal parameters suggested in the respective 
studies. The average results obtained over the CV evaluation 
are summarized in Table IV and the standard deviation of the 
measurements was of the order of 10-2. Overall, focusing on 
the AUC measures, WCNN performs better than the compared 
weakly supervised schemes, with a significant advantage over 
Yuan’s et al in the classification of Dataset 2. The 
classification performance of WCNN is almost equivalent to 
that of Zhang’s et al method on Dataset 1 and to that of 
Vasilakakis’ et al BoW-based approach for Dataset 2. It 
should be noted that results of previous studies in Dataset 1 
have been presented in the context of the evaluation of the 
DSSVM method [24] (Section II). The reported AUC in that 
study was lower than that of the WCNN, reaching 0.898.  

To make the comparison between the weakly supervised 
methods even more challenging, a third, larger and more 
diverse dataset was created by merging Dataset 1 and Dataset 
2. This new dataset, referred to as Dataset 3, consists of a total 
of 3,050 images (698 images from Dataset 1 and 2,352 images 
from Dataset 2). Using the same 10-fold CV evaluation 
methodology used with Datasets 1 and 2, the classification 
performance of the proposed WCNN was again higher in 
terms of AUC on Dataset 3 reaching 0.861. The respective 
performance of Zhang’s et al method [14] was 0.803, of Jia 
and Meng’s method [20] was 0.846, of Yuan’s et al method 
[40] was 0.681, and of Vasilakakis’ et al method [19] was 
0.840. The anomaly detection performances of all the 
compared methods on Dataset 3, except from the performance 
of Yuan et al, were higher than those obtained with Dataset 2 
and lower than those obtained with Dataset 1. The 
underperformance of Yuan’s et al method could be explained 
by the fact that it is based solely on texture features. Thus, the 
discrimination of anomalies with different color characteristics 
cannot be performed as effectively as with the other methods.    

D. Evaluation of Salient Point Detection 

Following the classification of the GIE images, 
implemented by the best performing WCNN in the first phase 
of the proposed methodology, the second phase aims to detect  

TABLE IV 
10-FOLD CV CLASSIFICATION RESULTS OF THE WCNN AND STATE-OF-THE-ART WEAKLY SUPERVISED METHODS ON DATASETS 1-2 (D1-D2)  

Measure WCNN Zhang et al [14] Jia and Meng [20] Yuan et al [40] Vasilakakis et al [19] 
 D1 D2 D1 D2 D1 D2 D1 D2 D1 D2 
AUC 0.963 0.814 0.951 0.773 0.902 0.705 0.940 0.709 0.946 0.802 
Accuracy 0.899 0.775 0.851 0.760 0.827 0.690 0.867 0.696 0.892 0.768 
Sensitivity 0.907 0.362 0.930 0.537 0.806 0.602 0.876 0.432 0.911 0.454 
Specificity 0.882 0.913 0.779 0.836 0.857 0.785 0.854 0.820 0.872 0.886 
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TABLE V 
RESULTS OF SALIENT POINT DETECTION ALGORITHMS ON DATASETS 1 AND 2 

(D1-D2), IN TERMS OF NUMBERS OF DETECTED POINTS (MIN-MAX). 
Salient Points per Image DSD CSD [26] 
 D1 D2 D1 D2 
Relevant (on GI anomalies) 1-12 1-7 2-288 1-478 
Total  1-18 1-10 195-349 548-683 

 

  
(a) (b) 

  
(c) (d) 

Figure 3. Salient point detection using DSD (left) and CSD [26] (right). (a-b) 
Images from Dataset 1. (c-d) Images from Dataset 2. 

 
salient points, i.e., points that represent significant information 
with respect to the abnormal or normal classes. As described 
in Section III.B, this process requires a trained WCNN from 
which the saliency information is extracted from a deeper 
convolutional layer. In this study the third convolutional layer 
(c=3) has been selected for this purpose. We have visualized 
the feature maps from all layers and we observed that the first 
two convolutional layers of the network tend to encode less 
localized image features (in agreement with [49]). Also, the 
scale of the feature maps of deeper than the third layer is very 
small (≤42×42 pixels). This results in a very uncertain 
localization of the salient points in the original image, 
considering that the respective points in the input image are 
localized after linear upscaling to 320×320 pixels. In order to 
quantitatively validate these empirical observations, which led 
us to the selection of the third layer, an indicative test, inspired 
by the correlation-based feature section [63], was performed. 
For Datasets 1 and 2 we estimated Pearson’s correlation 
coefficient between the pixel values of the maximal images 
derived from each convolutional layer, with the values of the 
binary masks derived from the ground truth pixel-level 
annotations of the anomalies. The binary masks are images of 
the same size with the input images, with pixel values 1 at the 
location of the anomalies and 0 elsewhere. For the estimation 
of the correlation they have been downscaled to match the 
dimensions of the maximal images. The correlation 
coefficients estimated from the first up to the last 
convolutional layer  were  0.14,  0.05,  0.16,  0.13 and 0.04,  

 

 (a)  

 
 (b)  

 

 
 (c)  

 

 
 (d)  

Figure 4. Lesion localization results on four abnormal images. The ground 
truth lesion areas are outlined on the original images presented in the left 
column. The maximal images are illustrated (scaled up) in the middle column, 
along with the respective salient points detected by DSD after Phase II.  The 
localized lesions after the application of ICU in Phase III are presented in the 
right column. All points indicated with red square and green circular marks 
comprise the output of ICU. The green circular marks indicate the TPs and the 
red square marks indicate the FPs. (a-b) Images from Dataset 1. (c-d) Images 
from Dataset 2. 

 
respectively. The highest value (0.16) observed for the third 
convolutional layer, is a quantitative indication that this layer 
was the most appropriate in this application context.   

The salient point detection capability of DSD was evaluated 
on the test data of each fold of the 10-fold CV experiment 
described in the Section V.C, in terms of the relevant number 
of the salient points produced, i.e. the points belonging to GI 
anomalies. The results were compared to the Color Saliency 
Detector (CSD) proposed in [26]. The tolerance parameter (t) 
was empirically set to 120, and in the case of the CSD, the 
parameters were selected as suggested in [26].  

The results obtained per image are presented in Table V. It 
can be noticed that the total number of points produced by 
DSD is significantly smaller and more relevant than the points 
produced by CSD. For example, in the case of Dataset 1 the 
maximum number of detected salient points by DSD in any 
abnormal image is 12, whereas CSD resulted in 288 points. 
This difference is significantly higher in the case of Dataset 2. 
Overall, using DSD, 46% of the salient points were relevant in 
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the case of Dataset 1, and 41% were relevant in the case of 
Dataset 2. Respecitvely, using CSD, 31% of the salient points 
obtained were relevant in the case of Dataset 1, and 16% were 
relevant in the case of Dataset 2. Both algorithms detected at 
least one relevant point per abnormal image.  This is important 
as it simplifies the classification task performed in Phase III 
for the discrimination of the abnormal from the normal salient 
points, and consequently the localization of the GI anomalies. 
Indicative results from the application of DSD, in comparison 
with the results obtained using CSD [26], on representative 
images of the available datasets are illustrated in Fig. 3. 
Considering the respective ground truth annotations outlined 
in Figs. 4(a) and (c), Fig. 3 demonstrates the advantage of 
DSD to detect fewer and relevant salient points. Figure 4 
includes additional examples of images from the available 
datasets as well as the respective maximal images with points 
detected by DSD. According to Table V the 18 points detected 
on the maximal image of Fig. 4(a), which corresponds to Fig. 
3(a), is the maximum number of points detected in abnormal 
images in this dataset. The salient points detected by DSD in 
the rest of the images in Fig. 4(b-d) range between 2 and 5.    
 

E. Evaluation of GI Anomalies Localization  

The performance of the proposed methodology in the 
localization of GI anomalies was evaluated on both Datasets 1 
and 2, by extending the 10-fold CV scheme used in Section 
V.C to all the phases of the proposed methodology. In Phase 
III, ICU algorithm (Algorithm 2) filters the salient points 
detected in Phase II, by classification, and outputs a number of 
points that indicate possible locations of GI anomalies within 
abnormal images. The results obtained using the proposed 
PCFM features are compared to the results obtained using 
standard color features. To this end, a feature vector composed 
of the mean values of the respective CIE-Lab color space 
components (a, b) is used. The means are estimated over a 5×5 
pixel neighborhood centered at the salient points. The choice 
of the window size used was determined as best, based on 
preliminary experimentation among window sizes of 1×1 to 
16×16 pixels. 

The number of clusters Q and R tested in the k-means 
algorithm varied from 2 to 10, and the number of k-means 
executions was T=10. The number of nearest neighbors tested 
was K=1,3,5,7 and the best performance was achieved by 
K=1. The results obtained from the output of ICU, in terms of 
AUC are illustrated in Fig. 5. This figure shows that best 
results in the two datasets are achieved for the least number of 
clusters (k=2). For higher values of k the two classes are more 
difficult to discriminate. Using the PCFM features the best 
localization performance achieved in Dataset 1 is 0.848, and in 
Dataset 2 it is 0.877. Using CIE-Lab features the respective 
performances were 0.801 and 0.852. Overall, PCFM features 
perform better than CIE-Lab features, especially in the case of 
the larger dataset (D2).  

Apart from these overall results, it is important to 
investigate the localization performance achieved at an image 
level. To this end the results per image were analyzed. This 
analysis showed that the average number of TP output points 
per image (i.e., points characterized as abnormal by the system  
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Figure 5. Anomaly localization performance of the proposed method using 
PCFM vs. CIE-Lab features on Datasets 1 and 2 (D1-D2), in terms of AUC, 
per target number of clusters k. 
 

TABLE VI 
ANOMALY LOCALIZATION RESULTS OVER ALL IMAGES OF DATASETS 1 AND 2 

(D1-D2) USING ICU WITH PCFM FEATURES   

D1 D2 Detected Points 
per Image TP (%) FP (%) TP (%) FP (%) 
0  0.0 54.3 0.0 52.9 
1 59.9 28.0 92.9 31.0 
2 22.4 11.2 5.3 9.6 
3 11.2 3.7 0.6 3.9 
4 4.7 1.9 0.0 2.2 
5 0.9 0.9 0.6 0.4 
6 0.0 0.0 0.6 0.0 
7 0.9 0.0 0.0 0.0 

 
TABLE VII 

ANOMALY LOCALIZATION RESULTS OVER ALL IMAGES OF DATASETS 1 AND 2 

(D1-D2) USING ENERGY MAPS   

D1 D2 Detected Points 
per Image TP (%) FP (%) TP (%) FP (%) 
0  37.0 63.0 77.3 22.7 
1 63.0 35.1 21.4 57.2 
2 0.0 1.9 1.3 20.1 
3 0.0 0.0 0.0 0.0 
4 0.0 0.0 0.0 0.0 
5 0.0 0.0 0.0 0.0 
6 0.0 0.0 0.0 0.0 
7 0.0 0.0 0.0 0.0 

 
that fall within the ground truth regions of the anomalies) in 
Dataset 1 was 1.78, ranging from 1 to a maximum of 7 points. 
The respective number of FPs (i.e., points that fall outside the 
ground truth regions of the anomalies but are characterized as 
abnormal by the system) was 0.74, ranging from 0 to 5. In 
Dataset 2 the average number of TPs was 1.14, ranging from 1 
to 6. The average number of FPs was 0.69, ranging from 0 to 5 
per image. Representative examples of results produced by the 
proposed methodology in Phase III are illustrated in the last 
column of Fig. 4. The output of ICU is a subset of the salient 
points detected by DSD, classified as abnormal. The dashed 
frame indicates the bounds of the region where these 
suspicious points are located. Points classified as normal are 
rejected. For example the result of ICU in Fig. 4(a) includes 
only two FP points (indicated with red squares), and four TP 
points. The FPs can be attributed to the lower illumination 
present in these regions. Each of the Figs. 4(b) and (c) has 
only one FP, and one TP. The FP of Fig. 4(b) corresponds to a 
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reflection, and the FP of Fig. 4(c) corresponds to a point of 
under-illuminated debris. Figure 4(d) includes a TP and it does 
not include any FP.    

A summary of the localization results after the application 
of ICU using PCFM features, over all images of the available 
datasets is provided in Table VI. The output of this algorithm 
is a set of points (a subset of those detected by DSD) that are 
possibly abnormal (positive). This table lists the percentages 
of the images for which ICU produced 0, 1, 2,..., 7 TP and FP 
points (the maximum number of points per image was 7). For 
example, the percentage of images with 0 detected FP points 
per image (i.e., without any FP) was 54.3% in Dataset 1 and 
52.9% in Dataset 2; the percentage of images with one TP 
point, was 59.9% in Dataset 1 and 92.9% in Dataset 2; and the 
percentage of images which had one FP point, was 28.0% in 
Dataset 1 and 31.0% in Dataset 2. It is notable that TPs were 
identified in all the abnormal images (the percentage of 
images with 0 detected TP points is 0.0%), and that the 
number of TPs or FPs per image did not exceed 7 in any case. 

The performance of ICU was compared with the 
performance of a related state-of-the-art approach, which is 
based on the creation of energy maps [8]. According to that 
approach, the salient points detected by DSD are considered as 
’fixations’ or votes, and energy maps are created from this set 
of discrete fixations/votes. These fixation points are 
interpolated by a Gaussian function to build up the final 
energy map, from which the location of the global maximum 
of the saliency map is selected as the final output. After 
several experiments using Gaussian functions with different 
standard deviation values ( = 16, 32, 64), the best result, 
considering as a priority not to miss any anomalies, was 
obtained for  = 32. The respective percentages of images 
with TP and FP points are summarized in Table VII. It can be 
observed that the application of the energy-maps approach 
results in a significantly lower number of points per image; 
however, there are several images without any TP points 
detected (37.0% in Dataset 1 and 77.3% in Dataset 2). Thus, 
ICU is preferable. 

Aiming to a further reduction of the FPs produced by ICU, 
the experiments were repeated with the energy maps used as a 
post-processing step that could possibly refine its output. 
However, although the FPs were reduced, the reduction of the 
TPs was unacceptable, as the percentage of images without 
any TP reached 43.7% in Dataset 1 and 77.2% in Dataset 2.    
  

F. Broader Evaluation 

In order to demonstrate the broader usability of the 
proposed methodology, indicative experiments were 
performed on other datasets, using an already trained WCNN 
model. The model was trained on the entire Dataset 3 (Section 
V.C) which is composed of both Datasets 1 and 2. It was 
tested on a WCE video (named ‘Case 1’) of the KID database 
[45], and the colonoscopic images of the CVC-CLINIC and 
ETIS-LARIB databases [8].     

1) WCE Video: The duration of the KID video is 2.8 hours 
and it was acquired  with a 3 fps MiroCam CE.  It  contains  

 
(a) (b) (c) 

 
 (d)  
Figure 6. Video frames from ‘Case 1’ KID video sequence with anomalies. 
The arrows are used to indicate the location of each anomaly. (a) Angiectasia. 
(b) Lymphangiectasia. (c) Nodular lymphoid hyperplasia. (d) Indicative 
results from the localization of the angiectasia of Fig.6(a) in three consecutive 
frames randomly chosen from the entire sequence, which consists of 180 
frames. All points represent the output of the proposed methodology, the 
green circular mark indicates a TP and the red square marks indicate FPs. 

 
several lesions, which according to 2 expert reviewers, include 
minuscule angiectasias (Fig.6a), lymphangiectasias (Fig.6b), 
and nodular lymphoid hyperplasias (Fig. 6c). The performance 
of the proposed methodology on the entire video is quantified 
by an AUC of 0.886 for anomaly detection, and an AUC of 
0.769 for anomaly localization. The number of video segments 
containing sequences of lesions was 18, and in all of these 
segments at least one abnormal video frame was detected.  

The video sequences usually contain consecutive frames 
with views of the same anomalies. Considering this, the 
temporal coherence of the response of the proposed 
methodology, with respect to the detection and localization of 
the lesions in consecutive frames was investigated. By 
following the evaluation approach suggested in [8], for each 
pair of consecutive frames with lesions, we calculated as a 
metric the percentage of these pairs in which the method 
provided correct output, i.e., the detection falls inside the 
region of the lesion, for both frames. On average, over all the 
frame sequences of the KID video containing lesions, this 
metric was estimated to be 50.4% with a standard deviation of 
32.4%. In addition, the average within sequence detection 
stability was estimated to be 65.9% with a standard deviation 
of 28.1%. This metric represents the percentage of correct 
detections within the frames of each sequence. Considering 
that approx. 80% of the lesions were very small (area <256 
pixels) these results are promising. A representative frame 
sequence with points indicating the possible lesion locations, 
as produced by the proposed methodology, is illustrated in 
Fig. 6(d). This sequence originates from the largest video 
segment where the anomaly was present in 180 frames. For 
that particular sequence the coherence in consecutive frames 
was 67% and the within sequence detection stability was 80%. 
The anomaly is generally well tracked and most of the FPs are 
due to highlights caused by the bubble present in the frames. 
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2) Colonoscopic Images: CVC-CLINIC database includes 
612 Standard Definition (SD) frames and comprises 31 
different polyps from 31 sequences; ETIS-LARIB database 
contains 196 High Definition (HD) frames and comprises 44 
different polyps from 34 sequences. These datasets do not 
contain any normal frames; therefore, they cannot be 
considered as standalone training sets for our weakly 
supervised methodology. Considering that the polyp image 
datasets have been previously used for a comparative 
evaluation of relevant methodologies in [8], the results 
obtained are presented in terms of the same performance 
metrics used in that study. These include precision (Prec), 
recall (Rec), F1 and F2 measures, estimated from the TP, FP, 
and False Negative (FN) cases, considering that the compared 
methods enable lesion localization. More specifically, if the 
output of the method is within the polyp region, the method is 
said to be providing a TP. Only one TP is considered per 
polyp, no matter how many detections fall within the polyp. 
Any detection that falls outside the polyp is considered a FP. 
The absence of alarm in images with a polyp is considered a 
FN, counting one per each polyp in the image that has not 
been detected. There are no images without polyps in these 
datasets; therefore, the number of True Negative (TN) cases 
was omitted.  

All testing images were downscaled to 320×320 pixels, so 
as to fit the dimensions of the WCNN model (Fig. 1). The 
results obtained by the proposed methodology on the CVC-
CLINIC and on the ETIS-LARIB databases are presented in 
Table VIII. This table also includes the results of the 3 top-
ranked (based on the highest F1 measure) out of the 7 methods 
totally compared in [8]. However, it should be noted that these 
results were obtained in [8] by using the images of CVC-
CLINIC database for training and the images of ETIS-LARIB 
databases for testing. No results were reported on CVC-
CLINIC database in that study. All the results in Table VIII 
are ranked in a descending order by F1 measure. It can be 
noticed that the proposed methodology is ranked 3rd, although 
it was trained on a totally different dataset that does not 
include colonoscopic images of polyps (this justifies the 
overall lower localization performance as compared with the 
results presented in the previous subsection). The results 
obtained on the images of the CVC-CLINIC database are 
comparable.  

The comparison performed focuses mainly on lesion 
localization, and we have followed it to provide directly 
comparable results with [8]. However the proposed 
methodology provides an intrinsic mechanism to detect 
abnormal frames in Phase I. This way, in ETIS-LARIB 
database it correctly detects 191 (97.5%) of the images as 
abnormal, and in the case of CVC-CLINIC database, it 
correctly detects 578 (94.5%) of the images as abnormal.   

G. Time-performance analysis 

The performance of the proposed vs. the compared methods 
was evaluated also in terms of time-efficiency. All 
experiments were performed on a workstation with an Intel i5 
2.5GHz CPU, 4GB RAM and an NVIDIA GeForce GTX 970 
GPU.  The  CNN  architectures  were implemented  using the  

TABLE VIII 
RESULTS ON POLYP IMAGE DATABASES. 

Method TP FP FN Prec* Rec* F1* F2* 
ETIS-LARIB 

Ranked-1 in [8] 144 55 64 72.3 69.5 70.7 69.8 
Ranked-2 in [8] 131 57 77 69.7 63 66.1 64.2 
Proposed 94 69 114 57.7 45.2 50.7 47.2 
Ranked-3 in [8] 110 226 98 32.7 52.8 40.4 47.1 

CVC-CLINIC 
Proposed 284 223 362 56.0 44.0 49.3 45.9 
* Percentage values (%). 

 
TABLE IX 

COMPARISON OF AVERAGE EXECUTION TIMES OF THE INVESTIGATED GI 

ANOMALY DETECTION METHODS ON DATASETS 1-2 (D1-D2)  

 D1 D2 
 Training Testing  Training Testing 
Images # 628 70 2117 235 

Method 
Time  
(min) 

Time  
(min) 

Time  
(min) 

Time  
(min) 

WCNN 103 0.1 311 0.2 
Zhang et al [14] 1 0.1 3 0.3 
Jia and Meng [20] 70 0.1 72 0.4 
Yuan et al [40] 7 0.6 24 2.4 
Vasilakakis et al [19] 5 0.5 13 1.3 
b-CNN (64×64) 4 0.3 4 0.8 
Sekuboyina et al [27] 3 0.5 3 1.0 

 
Convolutional Architecture for Fast Feature Embedding 
(CAFFE) library [64], and the respective experiments were 
performed on the GPU. All other algorithms were 
implemented in MATLAB. The time-performance was 
measured in terms of average execution time per loop of the 
10-fold CV process. The feature extraction times have been 
included in all cases for a fairer comparison with the CNN 
methods, which have an embedded feature extraction 
mechanism. The results obtained for the detection of abnormal 
images, i.e., the classification of the entire images as abnormal 
or normal (Phase I of the proposed methodology) are 
summarized in Table IX, with an error of ±0.05 min. The 
shorter training times regardless the dataset were achieved by 
Zhang et al [14]. In that method, CNN, which is pre-trained 
with non-medical images, is used only for feature extraction. 
This requires only a forward pass of the image data through 
the network. The classification of the feature vectors is 
implemented by an SVM, which is well-known for its 
efficiency in the training process [52]. However, it is also 
well-known that if the number of training vectors is large, 
SVMs tend to generate a large number of support vectors, 
which can slow down the testing process [65]. This explains 
the relatively longer testing times of Zhang et al and Jia and 
Meng [20] methods over the WCNN. The latter achieved the 
best time-performance during the testing phase, with a 
speedup over patch-based CNN methods reaching up to 5 for 
the larger dataset (D2). Both WCNN and Jia and Meng 
required longer training times than the rest of the compared 
methods. However, this does not affect their clinical usability 
since anomaly detection is based on already trained 
classification models. The shorter training time of Jia and 
Meng over the WCNN method can be explained by the less 
number of iterations required for convergence.  
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The respective times for the salient point detection and 
localization phases (Phases II and III) over the testing sets, 
were 0.07 min for Dataset 1 and 0.13 min for Dataset 2. For 
reference, the respective times of unsupervised segmentation 
algorithms that could be applied for both localization and size 
measurement of GI anomalies are: a) 69 min and 235 min 
using our recent approach for segmentation of various kinds of 
GI anomalies [45]; b) larger than 1.2 min and 3.9 min using 
the polyp segmentation method proposed in [9], since these 
are the times required only for the application of the k-means   
algorithm used in that method. Therefore, the advantage of 
using points instead of image segments for anomaly 
localization, with respect to time-performance, is significant. 

VI. DISCUSSION AND CONCLUSIONS 

The methodology proposed in this paper aims to provide a 
cost-effective solution for automatic analysis of GIE video 
frame sequences, so as to enable both detection and 
localization of GI anomalies. This methodology is based on a 
WCNN, a generic neural network architecture that can be 
trained solely with semantically annotated images, indicating 
whether they contain anomalies or not. This is a great 
advantage over conventional, patch-based anomaly detection 
and localization approaches in GIE that require detailed 
annotation of training images, which is costly [3],[27].  

The localization of GI anomalies has also been addressed 
with unsupervised image segmentation methods [9], [44], 
[45]. Such methods provide information about both the 
location and the area covered by an anomaly; therefore, they 
are also suitable for size measurement of GI anomalies. 
However, they are applicable only on images for which 
anomalies are present; otherwise by default they result in FP 
regions.           

Pioneering studies on weakly-supervised classification 
methods for lesion detection in GIE have appeared in 2015 
[39]. Considering the practical significance of this application 
the field has rapidly grown, with BoW and CNN-based 
approaches to play a protagonistic role (Section II). To date, 
only a few of the current methods cope with both the detection 
and localization problems [41], [42], [21]. These include 
methods that perform sufficiently, only if the weakly 
supervised learning is combined with detailed annotations at 
some level [41], [42]. In the context of GIE, only a preliminary 
study with a method tailored for the specific application of 
blood detection has been proposed [21].  

To the best of our knowledge the methodology presented in 
our study is the first one coping with the general problem of 
GI anomaly localization using a WCNN. To achieve this, the 
WCNN-based classification of the GIE images is followed by 
the application of two novel algorithms: a) DSD algorithm 
which detects a few, but relevant salient points within the 
abnormal images; and b) ICU that refines the result of DSD by 
inferring the most suspicious of the salient points, using solely 
image-level information. This algorithm is based on 
clustering; however, unlike conventional approaches, it does 
not use clustering for image segmentation, and it does not 
exploit any pixel-level annotation. The output of this 

algorithm is a very small set of points that can attract the 
attention of a GIE video reviewer, so as to thoroughly examine 
the respective image locations. These points can be useful in a 
variety of ways, such as: seeds for other visualizations, e.g., 
using framing rectangles (Fig. 4), to indicate anomalous 
regions;  sampling points for a secondary system capable of 
recognizing the types of the localized anomalies; and the 
initialization of contemporary lesion segmentation methods,  
as in [45], which are useful for size measurements but can 
prove time-inefficient for multi-frame video application.    

Important outcomes that can be derived from this study 
about the proposed methodology include: a) it is both more 
effective and efficient than patch-based CNN-based 
approaches for detection of GI anomalies; b) although 
architecturally simpler than other state-of-the-art CNN-based 
approaches (e.g., approaches combining CNN with SVM 
classifiers [14], [20]), it performs better or equal to state-of-
the-art weakly supervised approaches, while its advantages 
become more apparent with larger and more diverse datasets; 
c) with the use of DSD and ICU algorithms the GI anomalies 
are not only detected but also localized in both an effective 
and efficient way.  

The proposed methodology was challenged to detect and 
localize anomalies in totally new datasets, including an entire 
WCE video with various anomalies, and colonoscopic images 
with polyps. The anomalies of the WCE video were vascular 
and polypoid lesions. Dataset 2 included such types of lesions. 
Neither Dataset 1 nor 2 included colon polyps. In both cases 
the proposed methodology performed sufficiently, considering 
the performances reported in [8], and the fact that the scope of 
our methodology extends to the detection and localization of 
various anomalies beyond polyps. These results indicate its 
broader usability, with a potential for improvement by using 
larger, even more diverse training sets.  

 Future research directions include the investigation of 
novel approaches to further improve the performance of the 
proposed methodology, e.g., by coping with intestinal content, 
which has been identified as a source of FPs. They also 
include the investigation of WCNN training algorithms with 
less computational requirements, alternative weakly-
supervised approaches, experimentation on even larger 
datasets that could be of higher resolution, systematic 
evaluation on entire endoscopy videos (considering coherence 
and other issues identified in recent studies [8], [66]), 
evaluation of various cluster distance measures, and 
adaptation of the proposed methodology for application to 
other imaging domains. 
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